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Abstract 

The Elo rating system is a rank system that uses pairwise results to measure the relative ability of 

thousands of competitors. Though originally designed for chess, it is now used in settings as diverse as 

sports, education, and tweet ranking. The premise of the Elo rating system is that it is self-correcting in 

that points flow from weaker competitors to stronger competitors after each comparison. However, I 

hypothesize that the Elo system cannot accurately measure relative ability in a sparse network where 

there are many degrees of separation between the players. I test this theory using data from national 

youth chess championships, where competitors have Elo ratings derived primarily from play in their 

home region and are playing opponents from different parts of the country for one of the first times. A 

regression testing whether result equals Elo win probability reveals that this is not the case for five of 

nine region dummies. The analysis is repeated for two separate age groups. Across the two age groups, 

all nine region dummies have the same sign, and there is heavy overlap among the significant regions. 

Pairwise comparison of regions confirms the previous results showing that the level of miscalibration is 

greater than what would occur purely due to noise. These results demonstrate a miscalibration of local 

Elo rating pools. Holding ability constant, a player’s Elo rating would converge to a different value 

depending on the local cluster in which he competes.  

Introduction 

The Elo rating system is a rating system currently used in a wide variety of settings 

including chess, soccer, and scrabble. In recent years, it has been applied to areas as diverse as 

providing individualized education (Pelanek, 2016), ranking posts in online forums (Sarma et al., 

2010), and even rating fabric quality (Tsang et al., 2016). The premise of the Elo rating system is 

that through examining pairwise results, it is possible to estimate the relative ability of thousands 

of competitors.  

In this project, I am analyzing the accuracy of Elo ratings among youth chess players. 

More specifically, I am looking into whether Elo ratings can become miscalibrated between 

different regions when there is minimal interregional play. Answering this question yields 

information of both practical and academic value. From the practical side, the United States 

Chess Federation uses Elo ratings as the sole selection criterion for several awards and 

invitational events. A finding that players from some states or regions are underrated relative to 

their peers with the same ability would cause a rethinking of this selection process. From the 



3 
 

academic side, finding a miscalibration of Elo ratings between regions would show that Elo 

ratings cease to be an effective predictor of performance when there are local clusters and little 

intergroup play. This could inspire future studies on fragmented Elo networks.  

Through my analysis, I empirically demonstrate the miscalibration of Elo ratings between 

regions using data from national youth chess championships. The participants in these 

tournaments each have an established Elo rating that is primarily derived from play in their home 

region. At national championships, they are all playing players outside of their local cluster for 

either the first, or one of the first times. Aggregating all games between players from two 

different regions, it is possible to measure both actual ability from tournament performance, and 

predicted ability from Elo ratings. I find a mismatch between the two which lends support to the 

idea that Elo ratings do not calibrate well between regions.  

Literature Review 

The Elo rating system was developed by physicist Arpad Elo (Elo, 1978) to evaluate the 

relative strength of chess players, and it has since been applied to a wide range of settings 

including soccer, education (Pelanek, 2016), and even cybersecurity (Pieters et al., 2012). Elo 

ratings use a player’s wins and losses to infer innate ability. Through analysis of pairwise results 

it is possible to differentiate thousands of competitors in a large system as follows:  

Given player A with rating Ra, and player B with rating Rb, player A’s expected result in 

a head-to-head matchup is given by the logistic curve 1 / (1 + 10 ^ ((Rb – Ra) / 400)). The result 

of a game provides new information as to a competitor’s true ability, so ratings update either up 

or down after each game according to the formula Rnew = Rold + K * (Result - Resultexpected), 

where K is an arbitrary weight. This updating procedure brings ratings closer to true ability; a 

player playing better than expected will have her rating rise and vice-versa (Glickman 1995). 
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For example, assume player A has a rating of 1900 and player B has a rating of 1700. By 

the first formula above, player A has a win probability of .76 and player B a win probability of 

.24. Should player B win a game against player A, his rating will increase to 1700 + .76 * K, 

while player A’s rating will decrease to 1900 - .76 * K. Player B’s victory indicates that he was 

underrated relative to player A, so the system corrects itself. After many games, the Elo rating 

system can approximate ability quite accurately. 

In fact, a theoretical examination mathematically proved that in a dense 

interconnected network, Elo ratings converge to true ability fairly quickly (Jabin and Junca, 

2015). Even working under the assumption that a player’s skill increases with each game, 

this relationship still holds (During et al., 2018). In other words, the Elo rating system can 

accurately measure time-invariant playing ability. However, Jabin and Junca note that the 

convergence between ratings and ability could break down when competitors are only able to 

compete against a local subset of the population (page 421). 

One of the early studies on the Elo rating system suggests that ratings are more 

accurate when there are fewer degrees of separation linking all the competitors. In this 

situation ratings can update more quickly throughout the network. On the contrary, if there 

are several isolated groups of players with minimal inter-group play, ratings might not 

converge in the same way in each local cluster. That is to say, players of the same ability 

might end up with different ratings depending on with whom they primarily compete. In 

practice, such a fragmented Elo network can occur if players are limited to competing in a 

given geographic area (Glickman and Jones 1999). 

An empirical analysis of the network of tournament chess players revealed that this 

network is in fact fragmented, and it has a statistically significant clustering coefficient 
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(Almeira et al., 2017). That means the level of clustering in the network is much higher than 

what would occur purely due to random chance. The ideal behavior underlying Jabin and 

Junca’s proof does not line up with the actual network structure of a real-world Elo system. 

This opens the door to the possibility of Elo rating mismatches between local clusters of chess 

players. 

Several authors have moved beyond Elo ratings and attempted to evaluate chess players 

based on move quality. They went through each move of top-level games and compared the 

selected player’s moves to moves suggested by a supercomputer, in order to create match rates. 

The match rates were compared to Elo ratings, and they revealed among other things that Elo 

ratings do not inflate over time, (Dangauthier et al., 2007; Ferreira, 2012; Regan and Haworth, 

2011) and interestingly, that professional players from Canada play better than their international 

Elo ratings predict (Regan et al., 2012). 

Regan et al. suggest that top Canadian players are underrated due to fewer opportunities 

to play in tournaments. However, this could also be a result of the difficulty Elo rating systems 

have in assigning initial ratings to players who have yet to play a tournament game. New players 

entering the rating pool in a given cluster can have a distortionary effect on the ratings of their 

opponents. In practice, this has pulled ratings down (Fenner et al., 2012). However, regardless as 

to the cause, the underrating of Canadian players lends support to the idea that ratings can 

become miscalibrated. 

In this paper, I build upon the idea of rating miscalibraion between local clusters and 

focus on players of a wider skillset. Using data from US national youth chess championships, I 

show that the United States Chess Federation Elo rating system is miscalibrated between regions. 
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This contributes to the literature through more generally demonstrating rating imbalances in a 

clustered Elo rating system. 

Data and Methods 

Tournament data from national youth chess championships between 2004 and 2018 were 

collected from the United States Chess Federation results page. The results of each game along 

with player information from the National Elementary School Chess Championship were 

compiled into one dataset, and the National Junior High Chess Championship results were 

compiled into a separate dataset. Thus, there are two parallel datasets for the two age groups.  

In addition to result, for each game in the datasets there is information on both players’ 

ratings, grade, state, and school. Results were coded as 1 for a win, 0.5 for a draw, and 0 for a 

loss. The win probability for each player-game dyad was calculated according to the Elo rating 

formula 1 / (1 + 10 ^ ((Ratingb – Ratinga) / 400)). Each of the 50 states was mapped to one of 

nine non-overlapping regions. A detailed description of the mapping from state to region can be 

found in Appendix A. States with more than 5 competitors playing in the tournament-year were 

coded as being “populous” chess playing states.   

For both age groups, beginner players defined as having an Elo rating below 800 were 

removed from the dataset as beginners have a higher variance to their ratings (the average Elo is 

1400). Then expert players defined as having an Elo rating above 2000 were removed from the 

dataset, as they are more interconnected in the Elo network. Since highly-ranked players are 

likely to have more experience playing outside of their home states, the expert players were 

removed to greater highlight the effect of isolated rating pools. Finally, elementary school-aged 

players in the Junior High Championship were removed as they are unobservably different from 
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the other competitors in the tournament. After the removals, the Elementary School dataset 

contains 12766 rows which correspond to 6383 unique games, and the Junior High dataset 

contains 7048 rows which correspond to 3524 unique games. 

I am interested in studying whether chess players from some regions are systemically 

overrated or underrated relative to their peers in other parts of the country with the same ability. 

In other words, have Elo ratings in chess become miscalibrated between regions. To model this, 

region dummies are the main independent variables, and factors such as grade and income 

represent controls. The dependent variable is by how much a player overperforms or 

underperforms his or her Elo rating, calculated as (score - win probability). This quantity has a 

mean of zero and it ranges from -1 to +1. The further the measure of Elo outperformance is from 

zero, the more actual result differs from expected result. The null hypothesis is that the region 

dummies have no effect on Elo outperformance, while the alternative is that they have some 

effect. 

The model is a linear regression with (score - win probability) as the dependent variable, 

and region dummies and controls the independent variables. Two identical models are 

constructed, one for the Elementary School dataset, and one for the Junior High dataset. These 

models can test whether being from a certain region is associated with a difference in 

performance relative to Elo rating.  

Separately, a second model tests direct miscalibration between two regions. For all of the 

36 (more specifically 9 * 8 / 2) possible combinations of two regions, if there are more than 50 

games between the regions, a t-test is performed to see whether it is possible to reject the null 

that actual score equals expected Elo win probability. A rejection of the null would indicate that 
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players from one region outperform expectations when playing players from another. Again, this 

procedure is applied twice, once for each age group.  

Results 

The main dependent variable (score - win probability), has a mean of zero. In other 

words, on average score and win probability are the same, as is expected for the Elo rating 

system. In order to show miscalibration between regional rating pools, it is enough to show that 

accounting for the effects of one region moves this quantity away from zero, or that score is not 

the same as win probability. The Elo rating system is designed to be a catch-all statistical method 

of ranking players. Thus, any demographic factors causing players to systematically over or 

underperform their Elo ratings would reveal an imperfection in the system. 

To test whether rating pools can become miscalibrated between regions I first performed 

a short regression of Elo overperformance on region. Results from the regression can be found in 

Table 1 in Appendix B. From the regression, six of the nine region dummies are significant at a 

.05 level in the Elementary School dataset, as is the same in the Junior High dataset. Five of the 

region dummies are significant in both datasets and every single dummy variable has the same 

sign in both the Elementary School and the Junior High data. The similarity in the results for 

both of the age groups suggests that the significance represents miscalibrated regional rating 

pools as opposed to chance correlation. That the same regional disparity exists both for 

elementary school and junior high players indicates that the Elo rating system is not in sync 

between different regions.  

For example, the coefficient on the West South Central dummy variable is -.109 in the 

Elementary School data and -.105 in the Junior High data. This means that a player from that 
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region on average has an actual win probability about ten percentage points lower than what Elo 

ratings predict. Looking across all the region coefficients from the two datasets, they are all 

within two percentage points of each other except for Pacific, where the Elementary School 

coefficient is much greater.  

However, there is a simple explanation for the large difference between the two Pacific 

coefficients. As mentioned in the New York Times (McClain, 2010) many tournaments in 

Washington state are not rated using the national Elo system. Thus, it makes sense that younger 

players from Washington state have inaccurate ratings. In fact, removing Washington from the 

Elementary School dataset brings its Pacific coefficient to zero and does not significantly impact 

the other coefficients. Table 2 in Appendix B compares the results of the regression with and 

without observations from Washington. As in the previous results, these coefficients are similar 

to those in the Junior High dataset.     

The similarity of the coefficients between the two datasets indicates with a high degree of 

confidence that players from a significant region are underrated or overrated relative to players 

from another region. In other words, if a player moved from one region to another, their ratings 

would converge to a new value without any changes in ability.  

After testing this hypothesis in the short regression, I added controls to further establish 

the validity of the results. Each of the controls were first regressed on their own against Elo 

outperformance. Whether a player comes from a populous chess playing state was the only 

control that was related to the outcome. All the other variables such as income, grade, and rural 

ended up just being noise.  
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Additionally, for large rating differences, the win probability asymptotically approaches 

either 1 or 0. Thus, it becomes harder to interpret these probabilities at the extremes and they are 

thought to be less accurate. To check this, I regressed Elo overperformance against             

(Ratinga - Ratingb)  and found significance. I also regressed (Ratinga - Ratingb) on region  and 

found significance again. Since this quantity is related to both the independent and dependent 

variables it must be included to avoid omitted variable bias.  

The final model has Elo overperformance as the dependent variable, and region as the 

main input variable. Whether a player comes from a state with many chess players and rating 

difference between the two players are controls. Results from the model can be found in the 

coefficient plots in Figures 1 and 2 as well Table 3 in Appendix B. Note the similarities between 

the two coefficient plots.  

Fig 1. Region dummy coefficient estimates and 95% confidence intervals for Elementary School  
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Fig 2. Region dummy coefficient estimates and 95% confidence intervals for Junior High 

 

 

  

As in the short regression, after adding the controls all nine region dummies have the 

same sign in both datasets. This verifies that the coefficients represent a true relationship and are 

not simply noise. The probability of all nine signs being identical due to chance is 1 / (2^9). 

In the Elementary School dataset, five of the region dummies are significant, and five are 

as well in the Junior High dataset. Four of the five significant dummy variables are the same in 

both datasets. The Pacific dummy is significant in the Elementary School data but not the Junior 

High data for reasons mentioned above. The East South Central dummy is significant in the 

Junior High data but not the Elementary School data, however in the latter it has a p-value of 

.056. Furthermore, all the variables have relatively similar coefficients. This indicates a disparity 

across regional rating pools. The coefficients reveal that players from some regions are 

systematically underrated or overrated relative to players from another.  
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Ceteris paribus players with the same ability from two different regions would have two 

different Elo ratings. For most regions the difference between expected and actual performance 

is on the order of magnitude of 2-3 percentage points, however, for the West South Central 

region, the difference is as large as 10 percentage points. For a visual description of the 

miscalibration see Figures 3 and 4 for the significant regions in the Elementary School and 

Junior High data, and 5 and 6 for all the regions. Again, note the similarities between the 

Elementary School and Junior High figures.                                                                                        

Fig. 3. Elo disparity for significant regions from the Elementary School dataset 
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Fig. 4 Elo disparity for significant regions from the Junior High dataset 

  

Fig. 5. Elo disparity for all regions from the Elementary School dataset 
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Fig. 6. Elo disparity for all regions from the Junior High dataset 

 

The regressions above show miscalibration between regional rating pools and a national 

average. They produce results indicating that players from some regions outperform their Elo 

ratings and that others underperform them. Most importantly, they demonstrate similar effects 

across both of the age groups, indicating that the results are not spurious correlation. 

The regression model is now supplemented by a series of pairwise analyses that show 

whether regions are miscalibrated directly with each other, as opposed to simply a national 

average. For each of the 36 possible combinations of two regions, the data is subset to only 

include games between players from the two selected regions. For all the subsets with more than 

50 games, a t-test is performed to test the null that score equals win probability. 
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In the Elementary School dataset, there are 28 region pairs with more than 50 games 

between them. Thus 28 t-tests are performed. The null hypothesis is rejected at the .05 level 11 

out of 28 times. Details of each of the 28 t-tests can be found in Table 4 in Appendix C. 

The frequent rejection of the null indicates with a high degree of confidence that there is 

miscalibration in rating pools between regions. Looking at the binomial distribution function, the 

probability of all false positives given 28 trials, 11 or more success, and p = .05 is as small as    

3.5 * 10^-9 (Figure 7). Thus rejecting 11 out of 28 null hypotheses shows that Elo ratings are not 

always an accurate measure of comparing players across disparate geographic areas. This lends 

support to the broad idea that Elo ratings will not perform as accurately when there are many 

degrees of separation between the players.  

Fig. 7. Pairwise t-test results from Elementary School data shown against a binomial distribution  
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To color the discussion with an example, there are 113 games between players from the 

West South Central region and the South Atlantic region. Players from the West South Central 

have a mean score of .39, but their Elo ratings gave them a prior win probability of .53. The large 

difference between the two indicates that the South Atlantic rating pool is underrated relative to 

the West South Central rating pool. This result makes intuitive sense: in the regressions the 

coefficient on West South Central was -0.1, indicating that players from that region scored on 

average ten percentage points below expectations.  

A similar analysis was conducted for the Junior High dataset. There are 23 region pairs 

with more than 50 games between them, and 7 of the 23 t-tests are significant. Details of each 

individual t-test can be found in Table 5 in Appendix C. Again, using the binomial distribution, 

the probability of seeing this many significant results due to noise is 9.7 * 10^-6 (Figure 8). Once 

more, the t-tests show with a high degree of certainly that the regions are miscalibrated. 

Fig. 8. Pairwise t-test results from Junior High data shown against a binomial distribution  
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Overall the regressions and the t-tests provide strong statistical evidence for the 

miscalibration of regional rating pools. Five of nine region dummy variables are statistically 

significant in each of the datasets, four of the five are significant in both, and all nine region 

dummies have the same sign. The similarity of the two sets of results indicates that performance 

does not line up with Elo predicted ability. The consistent underrating and overrating of regional 

rating pools means that a player who moves across the country would have his or her rating 

change without an underlying change in true ability.  

Furthermore, the t-tests show that many pairs of regions are miscalibrated, when in a 

perfectly functioning Elo rating system only approximately 1/20 of the tests would be significant 

due to random noise. In a network where players are not very interconnected, the accuracy of an 

Elo rating system begins to decrease. The analyses above empirically show that Elo ratings 

earned primarily from local competition are not comparable at the national level. 

Discussion and Conclusion 

This project examines whether an Elo rating system can become miscalibrarted when 

there are many local groups and minimal intergroup play. Data is used from national youth chess 

championships whose participants all have Elo ratings primarily derived from play in their home 

region. At national championships they are playing players from different parts of the country for 

one of the first times.  

Analyzing the data, players from five of the nine regions significantly overperform or 

underperform their Elo ratings. Pairwise comparisons of the games between players from two 

regions reveal that actual score differs from expected score by an amount much greater than what 

would be expected due to random noise. Furthermore, similar results are found both for the 
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elementary school age group and the junior high age group. This lends strong support to the 

hypothesis that regional rating pools are miscalibrated. The near identical results between the 

two datasets are unlikely to occur purely due to chance.  

These results indicate that Elo ratings do not perform as well when there are local clusters 

and little play between clusters. Thus, they are not as accurate in a sparse network. For Elo 

ratings to accurately update, all the players need to be connected to the rest of the network with 

few degrees of separation. 

This project expands the literature about how network structure affects Elo rating 

systems, however it has its limitations. It assumes that youth chess players from different parts of 

the country are far apart in the network, though this might not be the case. Within a region there 

can be various degrees of connectivity which the analysis from this project fails to discern. It 

would be interesting for a future study to map the network of chess players and examine how Elo 

rating accuracy is a function of connectivity, rather than using regions as a proxy. In that study, 

local rating pools can be constructed through a network as opposed to a geographic analysis.  

Furthermore, it also could be interesting to see how Elo rating outperformance is a 

function of prior games played. This project eliminates beginner and expert level players from 

the data and assumes that all the intermediate players played a similar number of games. 

However, future projects might be able to include the number of prior games for each player, and 

closely examine its relationship with Elo rating overperformance. 

Nonetheless, the results produced in this paper are of immense value. They show that 

players with the same ability would have different Elo ratings depending on in which region they 

live. This means that Elo ratings are not a stand-alone measure of which players are best. More 
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broadly it demonstrates that a single Elo rating system should not be used to compare different 

leagues or groups that do not often compete. I would be interested in seeing how this result 

compares to an analysis of other use cases of the Elo rating system. FIFA for example compares 

many soccer teams using a single Elo rating system, and understanding the accuracy of teams’ 

Elo ratings could have broad implications on everything from seeding teams to betting markets.  
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Appendix A: States in Each Region 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Region States 

East North Central IL IN MI OH WI 

East South Central AL KY MS TN 

Middle Atlantic NJ NY PA 

Mountain AZ CO ID MT NM NV UT WY 

New England CT MA ME NH RI VT 

Pacific AK CA HI OR WA 

South Atlantic DE FL GA MD NC SC VA WV 

West North Central IA KS MN MO ND NE SD 
 

West South Central AR LA OK TX 
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Appendix B: Regression Tables 
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Appendix C: Results from Pairwise t-tests 

 

Table 4. 11 out of 28 pairwise t-tests significant from Elementary School data 

 

 

 



27 
 

Table 5. 7 out of 23 pairwise t-tests significant from Junior High data 

 

 

 

 

 

 

 

 


